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This lecture explains the residential mobility model using binary logistic regression in SPSS 

software and through Python programming. 
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SPSS 

SPSS is a statistical package for social science. It was developed in 1968 and then later 

acquired by IBM in 2009. It is a very popular software that is used in many institutions, and 

by data analysts for complex statistical analysis. The data file formats compatible with SPSS 

are spreadsheets, text files, relational databases, or STATA and SAS formats. Stata and SAA 

are other software for statistical analysis. 

 

In SPSS, one can edit the data files, create tables, charts, and analyze the data based on 

different statistical models that are already inbuilt into that. The data and SPSS output can be 

saved in different file formats. SPSS also offers extensions with Python and R-studio, which 

are open source  programming languages. 

 

SPSS is a proprietary statistical analysis software. So, it is not free of cost. A free trial version 

of SPSS can also be accessed and downloaded using the web link given in the subsequent 

section. For this course, steps for downloading the free trial version is given to help students 

who have no access to the SPSS software package. 
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The free trial version can be accessed using the web link https://www.ibm.com/in-

en/analytics/spss-trials. The steps to download the free trial version are as follows: 

Step 1: Click on Try SPSS Statistics for free. 

Step 2: Create a free trial account. 

Step 3: Click on download. 

Step 4: Download the file compatible with your laptop configuration. 

Step 5: Click on the downloaded file to run to install SPSS 

Step6: Click on the I agree check box and launch. 
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Residential mobility model using binary logistic regression and SPSS 

To explain the residential mobility model using SPSS, an example of the intention to move 

model is considered. The dataset used to develop this model was collected through a stated 

https://www.ibm.com/in-en/analytics/spss-trials
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preference survey conducted in Bidhannagar Municipal Corporation (W.B.) in 2019. For the 

study, the household head is considered as the decision maker. So, the feedback was taken 

from the household head. Generally, it is assumed that the feedback given by the household 

head represents the feedback of the whole family. 

 

In regression modelling like linear regression, or logistic regression, there are two types of 

variables. The first variable is the dependent variable which is being tested or measured. The 

second variable is independent variables which have a direct impact on the dependent 

variable. There is a cause and effect relationship between the dependent variable and 

independent variables. 

 

The alternatives/choices in the present model are the decision to move or the decision to stay. 

So, this will be the dependent variable (Y). The value of the dependent variable is 0 if the 

household will stay in that particular area, and 1 if a household is willing to move from the 

present location. The independent variables are household characteristics, dwelling 

characteristics, and location characteristics.  The change in any of these independent variables 

may affect the decision to move or stay. 

 

Household characteristics included in the model are monthly income, number of members, 

age of the household head, marital status of the household, education of the household head, 

the occupation of the household head, family type, number of children in the family, number 

of workers in the household, and person origin (migrant or local). Dwelling characteristics 

are housing type (plotted or apartment), and ownership type. In addition to the above 

characteristics, variables like car ownership and reason for moving are also included in the 

model. 

 

Locational characteristics include satisfaction with housing quality, neighbourhood quality, 

proximity to social infrastructure, and proximity to transport mode. The locational 

characteristics are basically factors derived from satisfaction variables using factor analysis. 

Many household decisions are based on perceptions, like satisfaction with housing price, 

quality of structure. These perceptions/satisfaction values are generally measured on a Likert 

scale. Also, there may exist some correlation between these variables. If these variables are 

used in the model then due to correlation the model may generate wrong results. To avoid 



this, factor analysis is carried out to narrow down the perception variables into uncorrelated 

factors. 

 

All these variables are either categorical (or nominal) or continuous (or scale). For example, 

gender is a categorical variable with two categories ‘male and ‘female’. Travel time to work 

is a continuous variable with values ranging from 5 min to 60 min. 
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Pre-processing of data 

Pre-processing of data means preparing the raw data into a useful and efficient format. It is 

also known as data cleaning. So, before starting the development of a model, the raw data 

needs to be cleaned. 

 

In this stage, a check of missing values and outliers is done. The data should not have any 

missing values for any variable. If missing values are there, then missing values are 

reconstituted from the existing data set or some other variables. For example, replacing a 

missing value of a particular variable with the average value of that variable. 

 

Outliers are unusual values in the dataset. These values generally skew the model results. So, 

it should be detected and removed from the data set. Outlier values can be detected by 

plotting dependent variables versus independent variables and then using statistical measures 

like standard deviation.  



 

In the case of software packages that require certain custom scripts for performing regression, 

the data needs to be imputed in a fixed format. It means that the format of data files needs to 

be created based on the input requirement of a particular software. For example, csv, dat, 

json. Also, the measure and scale of each variable should be correctly defined. 
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Model development  

This section describes the model development process in SPSS.  In the present study, the 

dependent variable is dichotomous or binary. When the dependent variable has two 

levels/categories, the binary logit model is used. Therefore, the current dataset will be 

analysed using a binary logit model for the development of the intention to move model. 

 

Data Input 

There are many ways to input data in SPSS. If the dataset is in SPSS file format (.sav), one 

can directly start working on SPSS. However, if the dataset is in a different file format (.txt, 

.xls), then the file needs to be imported. In this demonstration, the dataset is in excel 

spreadsheet format, which is imported in the SPSS. To import the file, first make sure the file 

is formatted as follows: 

a) The variable name should be given on the top row of the spreadsheet. The data should 

start from the first column and second row of the spreadsheet. 

b) The variable name should only contain alphabets, underscore, and numerals. For 

example, Age or Marital_status or Person_origin_1. It should not contain any special 



character like space. For example, Marital Status. Also, it should not start with a 

number. For example, 1_person_origin. 

 

To import the dataset file, click on File>>Open>>Data, and then select the dataset file. 

Once the file gets imported, a window is displayed with two view tabs i.e. Data view, and 

Variable view. The Data view window displays the current dataset whereas the Variable view 

window displays the information about the attributes of each variable. 

 

In the Variable view, the different variables used in the present study are listed. The attributes 

of the variable are variable name (No_member, Car_ownership), data type (numeric or 

string), column width, value (label for each value of variables), role (input, target, or both), 

and measurement level (nominal, ordinal, or scale). These attributes can also be modified. 

 

Model development and specifications 

To develop the binary logit model, the following step should be followed. 

Step 1:   

Click on Analyse>>Regression>>Binary regression, on the menu ribbon. A Logistic 

regression window will appear as shown in the video.  

Step 2:  

Drag and drop the dependent variable (decision to move) to the Dependent box, and all the 

independent variables (person_per_room, monthly_income, and other) to the Covariate box. 

Step 3:  

Click on the Categorical tab to define the categorical variables, since SPSS does not define 

categorical variables in logistic regression itself. A Logistic Regression: Define Categorical 

Variables window gets open as shown in the video.  

Step 4:  

Drag and drop the categorical variables (Person_origin, Marital_status, and Monthly_income) 

in the Categorical covariates box, and then define the reference category (first or last) for 

each categorical variable. 

Step 5:  

Click on the continue tab. You will be returned to the Logistic regression window.  

Step 6:  

Click on the options tab to define model specifications. A  Logistic Regression: Options 

window gets open. Here, check the appropriate statistics and plots. 



Step 7: Click on the continue tab. You will be returned to the Logistic regression window. 

Step 8: Click the Ok tab to run the model. 

 

After following the above mentioned steps, the output for the binary logit model will be 

generated. 
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Model results 

SPSS produces many tables of output when carrying out binomial logit regression. These 

tables are important to understand and interpret the results of the regression. The first table is 

the case processing summary which tells about how many cases are included in the analysis, 

how many are the missing cases, and how many cases are not included in the analysis. In the 

present model, 210 cases are included with 0 missing cases. 

 

The second table is dependent variable encoding, which tells about how the target or 

dependent variable is encoded. So, original values 0.0 and 1.0 are coded as 0 and 1 in the 

model. 0 represent ‘stay’ and 1 represents ‘willing to move’. 

 

The third table is categorical variables coding. It shows how independent categorical 

variables are coded, and which category of the variable is considered as a reference category. 

In the present model, marital status, person origin, and monthly income are the categorical 

variable and the respective coding is given in the table. For example, person origin has two 



categories i.e. 1 (local) and 2 (migrant), so person origin 1 is considered as reference and the 

other is coded as 1 in the model. 
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The three tables illustrated in the slide represent the baseline model or null model. In the null 

model, there is no inclusion of explanatory or independent variables for estimation. In the 

present case, if no explanatory variables are chosen, then 84.3 % of the cases are predicted 

correctly by the model. In other words, the target variable is predicted with 84.3 % accuracy. 

 

A general regression equation can be written as follows: 

 

 

Where Y is the dependent variable, xi is the independent or explanatory variable, βi are the 

coefficients of variables, and β0 is the coefficient for the constant. The constant includes the 

effect of all the variables which are not there in the model but influences the final decision. 

So, the variable in the equation table represents the value of the coefficient of this constant 

only. 
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The next set of tables are the outcome of the regression model when all the independent 

variables are included in the model. 

 

The first table is the outcome of omnibus tests of model coefficients. It is used to check if the 

new model, where all the explanatory variables are included, is an improvement over the 

baseline model or not. This test used the chi-square test to check if there is a difference 

between the log-likelihood of both the model. In the present case, the significance value is 

less than 0.05. It means that the new model is significantly better than the baseline model. 

 

The model summary gives a value of -2log likelihood and pseudo-R-square for the new 

model. Here, nagelkerke R square is important, which suggests the percentage of variance 

explained by the new model. So, the present model explained around 68.9% of the variance 

in the outcome. 

 

The classification table describes how many cases are correctly predicted by the model for 

each category of the dependent variable. The current model predicts around 92.4% of the 

cases correctly as compared to 84.3% of the previous model. 
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The given table in the slide is a correlation matrix. It shows the amount of correlation 

between each pair of variables. In the present table, each cell value represents the correlation 

coefficient of corresponding variables in row and column. For example, the correlation 

coefficient of the number of workers and work travel time is 0.77. 

 

If the value of the correlation coefficient is high, then the two variables are said to be highly 

correlated. If it low, then the two variables are uncorrelated. Generally, the value of a 

correlation coefficient greater than 0.5 is considered as high. If highly correlated variables are 

included in the model, then it violates the assumption of the MNL model which states that the 

independent variables should be uncorrelated. So, one variable is removed from the model. 

 

According to the above table, none of the variables in the model are highly correlated with 

each other. 
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The variable in equation table is the most important part of the model result. This table 

explains the contribution of each variable in the model. Initially, all the variables are included 

in the model, but many variable are found to be insignificant. After many iterations, the 

significant variables are identified. So, the present variable in equation table shows the 

output values for significant variables only.   

 

The table provides regression coefficient estimates (B or β), significance value (sig.), and 

odds ratio (Exp(B)) for each category of variables. The regression coefficient (B or β) 

signifies the value by which the dependent variable will change if there is a unit change in the 

independent variable. It also signifies whether the dependent and independent variables are 

positively related or negatively related. The odds ratio signifies the influence of the 

independent variable on the likelihood of occurrence of one outcome. The significant 

variables are satisfaction with social infrastructure, work travel time, person origin, number 

of workers in the family, monthly income category, marital status of the household head, and 

persons per room. These variables influence the household’s willingness to move. 

 

Based on the results, a utility equation can be written as: 

 

 



The probability of a particular family to move in the future time period can be calculated 

using this utility equation.  

 

 

 

Interpretation of the results 

The present model predicts the probability of intention to move against the decision to stay. 

The decision to stay is a reference category, so all the results will be interpreted with 

reference to the decision to stay. 

 

The regression coefficient and odds ratio for person origin 1 (migrant) are 1.804 and 6.074 

respectively. This variable is positively related to the decision to move. It means that migrant 

households are more willing to move as compared to local households. Also, the odds ratio 

signifies that the migrant household is 6.074 more likely to move from the current location as 

compared to the local household.  

 

The other variable is satisfaction with the proximity to social infrastructure (school, health, 

and markets). The regression coefficient and odds ratio for satisfaction with the proximity to 

social infrastructure are -1.669 and 0.188 respectively. So, this variable is negatively related 

to the decision to move, which means that increase in the satisfaction with the proximity to 

social infrastructure will make a household to stay in its current location. The value of the 

odds ratio signifies that the household is 0.188 times less likely to move. Logically, the 

proximity to health institutions, markets, and schools makes households less likely to move 

from a location.  

 

Similarly, the other variables like person per room, monthly income, marital status, and work 

travel time can be interpreted.  
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Introduction to python programming 

The model developed using SPSS, can also be developed using programming languages like 

python, R-programming, C, or C++. In this lecture, model development using python has 

been discussed.  

 

Python is a programming language. It is an interpreted, object-oriented, high level, and 

general purpose programming language. It is the fastest growing language in terms of pre-

defined libraries and human friendly syntax. It is very easy to develop code on this 

programming language. The coding is almost like writing normal English language. The code 

is processed at runtime by the interpreter. Interpreter is a program that runs the scripts written 

in a programming language like Python. So, the interpreter executes the actual code.  

 

Python can be installed from https://www.python.org/downloads/, or ANACONDA 

https://www.anaconda.com/products/individual. ANACONDA is an open source distribution 

platform. It comes with a lot of pre installed Python libraries. Also, it has a python working 

environment like Jupyter notebook and spyder. The Python language has an extensive body 

of documentation. Python 3 documentation can be accessed from https://docs.python.org/3/. 
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Data types 

In computer programming, a physical problem requires certain variables to translate it into an 

analytical problem. These variables can be of integer type, character type, a group of 

characters (string), a set of numbers (arrays), etc. A compiler or interpreter has predefined 

datatypes to identify these variables. In other words, datatypes are predefined keywords used 

to identify variables of different types and allocate physical memory for the same. The 

various data structures/data types with examples are given in the table.  

 

The first data type is integer, it represents numeric data (whole numbers) like 3, 4, or 18. The 

second data type is a float which represents a real number (specified with a decimal) like 1.3. 

Integer and float represent numeric data. The collection of words or characters are string type 

data. String is defined using a single quote or double quote like “hello”, ‘56’. These datatypes 

can be created in python by assigning them to a variable. For example, a=3, a=1.3, and 

a=”hello”. 

 

Array, list, tuple, dictionary, and sets are built-in data structure in python. These are used to 

store data. In python, the array can be created by importing the array module. The syntax for 

creating an array is array (data_type, value_list). For example, a=array.array(“I”,[3,4,5]).   

List is defined by square brackets, for example [1, 2, 3]. Tuple is similar to the list but it is 

immutable. It can be created by placing values within brackets ( ), like (1,2,3). Dictionary is a 

sequence of items, where each item has a key and a value. It can be created using curly 

brackets { }. Another data type is set, which is a collection of unique elements. It is created 



by placing the items within curly brackets. The example for each datatype and data structure 

is given in the table. 
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Control structures 

Control structures are the method to control the flow of the programs. The three basic control 

flow in any programming language are sequential, selection, and repetition. Sequential is the 

default control structure, selection are conditional statements like if-else, and repetition are 

the loops like for loop, and while loop. 

 

The ‘for’ loop and ‘while’ loop is used to repeat an operation many times. The syntax for 

‘for’ loop and ‘while’ loop are as follows: 

for i in x: 

 expression 

while i<x: 

 expression 

 

The ‘if’ and ‘else’ are used to check the condition before executing the code. The ‘if’ 

statement checks the condition and runs the expression if the condition is true. Whereas ‘else’ 

executes the expression when the condition of ‘if’ is false. The syntax for ‘for’ and ‘while’ 

loop are as follows: 

if i==x: 

 expression 

else: 



 expression 

 

In addition to the above, there are a few loop control statements such as break, continue, and 

pass. The break is used to terminate the loop or get out of the loop, whereas continue forces 

to execute the next iteration. The pass statement is used when the programmer does not want 

to execute a certain function within the code.  
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Python libraries 

Python uses several libraries for statistical modelling, data manipulation, etc. For example, 

pandas, numpy, sklearn, statsmodels, and others. These libraries will be used to develop a 

residential mobility model and the residential location choice model. 

Pandas library is used for data manipulation and analysis. It allows the importing of many file 

formats like csv. It also allows many data manipulation and data cleaning operations. Numpy 

stands for numerical Python, it allows many mathematical operations on n-dimensional arrays 

of data.  

Statsmodels is a python library built mainly for statistics. It provides classes and functions to 

estimate many statistical models like linear regression, logistic regression, and others. Similar 

to statsmodel, sklearn is also used for statistical models. It is a machine learning library that 

provided classification, clustering, and regression algorithms. 

 



The documentation for each library can be accessed from the links mentioned in the above 

slide. These libraries are basically groups of functions which are already written, one needs to 

understand which function does what, and the data entry format for that particular function.   
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Residential mobility model using Binary logit regression and Python 

The concept of the binary logit model can be implemented in python programming as well. In 

the present example, the intention to move model developed in SPSS is again developed 

using python. The format of the dataset is also the same, which means that each column 

represents a single variable and each row represents a case. The general steps to develop a 

binary logit model in python are: 

 

Step 1: Import libraries such as pandas, statsmodels. 

Step 2: Import dataset, and define independent and dependent variables. 

Step 3: Create a model. 

 

Data input 

At the first step, libraries or packages like pandas, statsmodel are imported. The libraries are 

loaded with alias pd and sm respectively. The pandas library is for reading the dataset, and 

statsmodels library is for calling logistic regression function. The code for importing libraries 

is: 

import pandas as pd 

import statsmodels.api as sm 

 



The second step is to import the dataset. There are several ways to import the datasets. The 

present example shows how to read a csv file into a pandas data frame. So, the file extension 

for the present dataset is .csv. A CSV file is a text file with values separated by commas. The 

format to read a csv file into pandas dataframe is as follows: 

Data = pd.read_csv(r’ file location\file name.format’) 

Data = pd.read_csv(r’C:\Users\Desktop\NPTEL\mob_fin.csv’) 

 

The next step is to select the independent and dependent variables. Each column of the 

pandas data frame ‘Data’ represents a single variable/attributes (person origin, monthly 

income), and each row represents values of these variables/attributes. The format to select 

columns and rows in a pandas data frame is: 

Dataframe.iloc[row indices, column indices] 

 

So, the independent variables (person origin, monthly income, marital status, and others) are 

assigned to variable ‘X’ and the dependent variable (decision to move or stay) is assigned to 

variable ‘Y’. Also, a bias needs to be added in the independent variable data frame for 

statsmodels.  

 

X=Dtata.iloc[:,[1,5,6,7,13,15,20]].values 

X=sm.add_constant(X) 

Y=Data.iloc[:,23].values 
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Model fitting 

The final step is to create a model. In order to perform logistic regression, Statsmodels 

provides a Logit ( ) function. This function takes dependent (Y) and independent (X) 

variables to produce output. So, first, a variable logit_model is defined and a logistic 

regression model is assigned to it. Then, the model is fitted to the data. Finally, the output is 

printed. The code for calling the Logit function, fitting the model, and printing the model 

summary is given below. 

 

logit_model=sm.Logit(Y,X) 

result=logit_model.fit( ) 

print(result.summary2( )) 

 

Model result and interpretation 

It is important to mention that the reference category for each categorical variable is the first 

category like in SPSS. So, the reference category for person origin is local, monthly income 

is lower income group, and marital status is unmarried. The model predicts the decision to 

move in reference to the decision to stay. 

 

The model summary includes the estimates of regression coefficients, model specifications 

such as log-likelihood for null and full model, and basic summary like model type, number of 

iterations, degree of freedom etc.  

 

In the present model, the model type is Logit, the dependent variable is ‘y’ (decision to move 

or stay), the number of observation is 210, the number of iteration when the model converged 

or log likelihood maximized is 9, the maximized value of log likelihood for full model is -

37.762, the maximized value of log likelihood for the null model is -91.329, and the pseudo 

R-square value is 0.587. 

 

The coefficient values for each independent variable given in the model summary is shown 

below.  

Variable  Variable name Coefficients (β values) Sig. value (p-value) 

Constant  -0.4831 0.8657 

X1 Person per room 1.0667 0.0032 

X2 Marital status -2.0306 0.0042 



X3 Monthly income -1.3395 0.0136 

X4 Number of workers 0.7642 0.0850 

X5 Work travel time 1.8066 0.0416 

X6 Satisfaction with proximity to 

social infrastructure 

0.1016 0.0004 

X7 Person origin -1.6481 0.0095 

 

 

All the independent variables are found to be significant i.e. p-value <0.05. The variables 

such as marital status, monthly income, and person origin are negatively related to the 

decision to move. For example, an unmarried household head is more willing to move as 

compared to a married household head. The variables such as satisfaction with proximity to 

social infrastructure, person per room, work travel time, and number of workers are positively 

related to the decision to move. For example, an increase in work travel time will increase the 

willingness to move from the current location. Similarly, other variables can be interpreted. 

 

Also, based on the results, the utility equation can be written as: 

Utililty = 

 

The probability of a particular family to move in the future time period can be calculated 

using this utility equation.  
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Reference are listed in the above slide. 
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Conclusion 

The residential mobility model has been developed using binary logistic regression in this 

example. SPSS statistical software and Python programming language has been both used to 

develop this model. Both approaches show closely matching models specification. 


