Essentials of Data Science with R Software- 1
Professor Shalabh
Department of Mathematics and Statistics
Indian Institute of Technology, Kanpur
Lecture 52
F - Distribution
Hello friends, welcome to the course Essential of Data Science with R Software and you

can recall that in the last two lectures we had talked about the sampling distributions and
we have understood the chi square distribution and t distribution. Now, in this lecture we
are going to learn about one more sampling distribution which is F distribution, just
capital F and now after understanding this chi square and t, I do not think it is a very
difficult thing for you to understand this distribution, the only thing what you want to
know that what is the statistics whose distribution will be called as F distribution, what

will be the form of that statistic.
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F - Distribution:
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And after that we are going to do the similar type of exercise what we have done earlier.
So, we begin with this F distribution. So now you see here that in case if you try to
consider two random variable X and Y and suppose both are independent and both of
them are following a chi square distribution, suppose X is following a chi square with m
degrees of freedom that is X ~ 2, and Y ~ 2, well m and n can be same also there is no

issue.



Now, in case if you try to divide both the random variables by their respective degrees of
freedom and then take their ratio, so what are you going to do, you are trying to take the
random variable X divided by its degrees of freedom say m, then you try to take another
random variable Y try to divide it with the degrees of freedom associated with it and then

try to take the ratio of both the quantities.

fmr

So, this will come out to be here ‘:r " and this will follow F distribution and we say that

this is a F distribution with m n degrees of freedom or m and n degrees of freedom, and
this is also called as Fisher’s F distribution and that is indicated by writing here X follows
Fmn, sometime you will see people also write in the bracket also, in the parenthesis also

m comma n, so whatever is convenient to you can use it.

So, now the question is what will be the distribution of this statistic, you can see here this
is a statistic, why, because this is a function of random variable. So, if a random variable
we have that is suppose X then this X has a F distribution with m and n degrees of
freedom if its probability density function is given as like this, you can see once again
here this is a little bit complicated expression but as I said earlier do not need to get
worried about this complicated form because we are just going to use the information that
X follows the F distribution with m and n degrees of freedom and what are the values of
m and n that will help us.

But you must know what is this form so this form here
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The PDF of F—distribution with n and m degrees of freedom can be

obtained by interchanlﬁthe role;_of m and n as follows
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F - Distribution:

Let X and Y be two independent random variables where X ~ yZ, and
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And in case if you try to interchange the degrees of freedom then the PDF can be

obtained just by changing the degrees of freedom in this form which you have, so for

example, the PDF of F distribution with n and m degrees of freedom can be obtained

from this PDF which is for m and n degrees of freedom just by interchanging the roles of

m and n, that means wherever you have here m try to replace by n and wherever you have

here n try to replace by here m, that is all, so once you try to do it here you will get here

this PDF and this will be indicated here X follows F n, m or F n, m like this, whatever

you want.
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F - Distribution:

Let X and Y be two independent random variables where

X be a noncentral Chi squared distribution yZ; and

Y be a central Chi squared distribution x,z.;_

Then the ratio
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follows the noncentral F-distribution with (m, n) degrees of freedom

with an additional non-central parameter.
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F - Distribution:
The PDF of F—distribution with n and m degrees of freedom can be

obtained by interch:ngi'ng the roles of m and n as follows
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So, and this is actually called as what you have seen here or here, they are actually central
F distributions, so once you have central F distribution then there will also be a non
central F distribution and you have seen that in the case of chi square and t also you have

a non central chi square and non central t distribution.

So, the distribution of non central F is very simple. Suppose there are X and Y are two
independent random variables where X is a non-central chi-square distribution with m

degrees of freedom and Y be a central chi square distribution with n degrees of freedom,



that means any off between X and Y one of them has to be a non central chi square, then

the same ratio that % that will follow a non central F distribution with m and n degrees

of freedom.

And obviously there will be one more parameter here, that will be the non centrality
parameter and if you try to choose this non centrality parameter to be O then the
distribution will become simply central, form of this non central is also little bit
complicated but then anyway we are not going to consider it and if you want to use it
then in the R software if you try to look into the different options from the help you can
see there is a parameter like ncp and that is also true for non central chi square or t

distribution also.
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The mean and variance of a random variable X —F,,, ,, distribution is

E(X) = ﬁ , n>2
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Var(X) =

, n>4,

The F random variable is nonnegative, and the distribution is skewed

to the right.

The “degrees of freedom” specify the shape of the distribution.

So, if you try to find out the mean and variance of this F distributed random variable then
suppose, X is now following a F distribution with m and n degrees of freedom then the
expected value of X will come out to be n/(n-2) and variance of X will come out to be
here like this, so here you have here n minus 2 so we have to assume here n is greater
than 2 and the variance of X is given by here like this, so here you have a quantity n

minus 4 then you have to assume here n greater than 4, why? Because X is taking the



values between 0 and infinity, so that is why the mean of our random variable which is

always taking the value between 0 and infinity, the mean cannot go to in negative.

So, the F random variable is non-negative but the distribution of F is skewed to the right.
Now you know what is skewed, you already have done coefficient of skewness, cortexes
etcetera, and you have here the degrees of freedom and they specify the shape of the
distribution. The difference between chi square t and F distribution with respect to the
degrees of freedom, is that in the case of f there are two degrees of freedom whereas in
the case of chi square and t there is only one degrees of freedom, that is characterizing the

distribution.
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is then F-distributed with (m = 1) and (n = 1) degrees of freedom.

So, now let us try to consider some important results because of which F has become
very popular in statistical inference area and it helps us a lot in taking different types of
statistical conclusions, statistical inferences based on test of hypothesis and other things.
So, suppose, Xi, X2,..., Xm they are identically and independently distributed random
variables and following N (g, a®} and let there be another set of variables Y1, Ya,..., Ya

which are also identically and independently distributed random variable following a

N(py, a?).



Now you have to observe here what is happening, here the means are different but
variances that is sigma square are the same, so that is a very important condition, that we
are assuming that the variance of both the populations of X and Y they are the same,

mean may be different.

So, then based on these X's and Y’s we try to compute the sample variances, so sample

variances based on X is indicated by s§ = ﬁzﬂ ,(X; — X)?and the sample variance of

Y is indicated by sF =ﬁ2§r_lf‘r} — ¥)%, then here comes the final result that the

z
distribution of %, that is the ratio of sample variances of X and Y, this follows a

Ep-1 n—1, that is the very important result which is going to help us when we want to

draw different types of statistical conclusion based on the data.

So, what you have to remember the ratio of the sample variance follows a F distribution
and whatever are the degrees of freedom of the random variable whose sample variance
is in the numerator that will come first and the random variable whose sample variance is

in the denominator that will come later.
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F - Distribution:

LetX,, X, , ..., X,, are identically and independently distributed

random variables with X;~N(py, 0%).
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is then F-distributed wltﬁ‘lm——l)—a‘ﬁ’d’ -{-.;- 1) degrees of freedom.

Now, some important result that if X follows a F(m, n) degrees of freedom then 1 upon X
will also follow a F distribution, only their degrees of freedom will be interchanged. So

earlier it was m n, now it will become n, m, be careful about my voice, that in the first

. 1 . . .
case X~Fp,y, and in the second case =~F x, and in case if X~F; , and n remain as such

n then the distribution of ¥X ~t,. And if X~t, , then X*-~F, ,. So these are some results
which sometime you may need, well all this results including the distribution of the
random variable of F distribution like as here X/m and Y/n, like this one or their mean
variance etc. or even this result also or this result, they are based on strong mathematical
proofs and they are available in the statistics book, but definitely I am not considering

them here.
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F - Distribution:

The percentage points of the F distribution are obtained and

available in Tables.

Define F_, , as the percentage point or value of the F random variable

with m and nd_e[rees of freedom such tl'ﬂthe probability that F

exceeds this value is « as

P(F>F,,)=a




And just like the case of chi square or t distribution the probabilities in the case of F
distribution they are also obtained and they are available in the tables, and actually earlier
before the use of software people use to use this tables for getting different types of
probabilities because the computation of integral is quite complicated. So, if I define that
F m, n as the percentage point or value of F random variable with m and n degrees of
freedom such that the probability that F exceeds this value is o, that means F is greater

than F m, n and then the probability of such an event is a.
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F - Distribution:

So, these values are tabulated in the form of different tables for different values of a. For
example, you can see here this is here the value of o is equal to 0.05 and then it is giving
here the degrees of freedom here n and m, well in case if you are trying to use this a table
you have to see whether the tables are in the form of your so called Fmn or Fnm, what is
the degrees of freedom in the numerator and denominator, so you have to use it

accordingly.

So you can see here that here in this case they are trying to indicate by m the degrees of
freedom for denominator and n for the degrees of freedom for the numerator, so they are
given as 1, 2, 3, 4, 5 etc. and they are also given here like this and if I want to find out

here the value of F(2 , 3), so that means I have to look here 2 and here 3 and this value



comes out to be here like this 9.55. So this is how we used to use the table but anyway we

are going to use only the R software now.
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flx)

PDF of F - distribution

And if you try to plot this F distribution, so for example, I have given you here two
example, this curve is for m is equal to 5 and n is equal to 5 and this curve is for m equal
to 5 and n equal to 15, so you can see that as the degrees of freedoms are changing the
shape of the curve is also changing, and all the value they are starting from 0 that means
all the values are lying between 0 and infinity. So this is how the curve will look like and

you can see that this is not the symmetric curve.
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F - Distribution: R Commands
Density, distribution function, quantile function and random
generation for the F distribution with d£ :[. and .:52 degrees of
P . L Fme

df (x, c'lf_i': Qfé);iwsthe density,

pf(g, dfl, df2, lower.tail = TRUE) givesthe

distribution function,
cif,'(p, dfl, df2, lower.tail = TRUE) gives the quantile

function,

rf(n, dfl, df2)generatesrandom deviates.
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Now, in case if you try to use the R software for computation of different probabilities,
quantiles, CDF, etc., from the F distribution then there are two parameters which are need
to be specified and those parameters m and n which are the degrees of freedom they are
indicated by here dfl and df2. So, in case if you want to find out the density of F, then

you have to give it the command here df.

So, as earlier we understood d means density and f is the F distribution and then you have
to give here the value x and then you have to specify both the degrees of freedoms as dfl
and df2. So, if you are trying to write down here F(m, n) then dfl is going to be m and
df2 is going to be n, and if you want to compute the CDF at some point q then you have
the command pf and then you have to give here the value of q, dfl, df2 and then if you
want to use the option lower dot tail is equal to TRUE you can use it according to your

need.

And similarly, if you want to find out the quantile then the command here is qf, so you
try to give the quantile that you want to find as p and then df1, df2 and then according to
the requirement you can use the lower dot tail to be TRUE or FALSE. Similarly, if you
want to generate the random numbers from F distribution then the command here is rf
and then you have to specify the number of observations that you want to generate by n

and df1 and df2 they are the degrees of freedom.

(Refer Slide Time: 16:23)
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F - Distribution: R Commands
Arguments
x, g vector of quantiles.
P vector of probabilities.
n number of observations.
|

dfl, df2 degrees of freedom. Inf is allowed.

lower. tail logical; if TRUE (default), probabilities are P[X < x],

otherwise, P[X > x]. ."I

- "]
And, yes, these are the same abbreviation which I just explained you.
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F - Distribution: R Commands
pfi(g, dfl, df2, lower.tail = TRUE) calculate the CDF
Flg) = P(X = g) at any point g.

Suppose we want to find the probability fromy F;,Iﬁ'}./:
=
Wy

P(X<5)=E(5) = [ f(x)dx, then

> pf(g=5), dfl=5, d£2=10)

— —— LI
[1] 0.9851312 > pfigq=5, dfl=5, df2=10)
I————— [1] 0.9851312
i » pf (gm8, dfi=% K6 AfI=10, lowar.tail = TRUE)
or equivalently [1] 0.9851312

> pf(g=5, dfl=5, df2=10, lower.tail = TRUE)

[1] 0.9851312 -

So, now we try to take some examples and we try to compute different types of
probabilities, quantile, function and random numbers we try to generate. So, suppose, we
want to compute the probability that X is less than or equal to 5, where X is following the
F distribution with 5 and 10 degrees of freedom which is given here. So now if you want
to compute this 5 you have to write it as in the form of CDF that is the most simple
option and this is simply integral 0 to 5 fx dx and if you want to compute this CDF you
have the command here pf inside parenthesis q equal to 5 and degrees of freedom 1 is

equal to 5 and df2 is equal to 10.

So, you have to understand how these values are coming so this q equal to 5 this is
coming from here this 5 and this dfl and df2, 5 and 10 they are coming from these
degrees of freedom 5 and 10. Once again you will get the same value after execution of
pf q equal to 5, dfl equal to 5 and df2 equal to 10 like this, so you can see here it is not

difficult to compute such probabilities.

(Refer Slide Time: 17:38)
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F - Distribution: R Commands
Suppose we want to find the probability from F; , .

P(X>6)=1—-P(X=<6)=1-F(6), then
- ---pf(EF__G, df1=5, df2=10)

1] OJOOSDTSIDQ-F

or equivalently

> pf(g=6, dfl=5, df2=10, loujer.tail = FALSE)

(1] 0.008075109 /
‘" K Comole

|
> 1 - pfig=6, dfl=5, df2=10) |
[1] 0.008075109

> pf(g=6, dfl=5, df2=10, lower.tail = FALSE)
[l.] 0.008075109

And similarly, if you want to compute a probability of this type probability X greater than
6, so that can be computed by 1 minus probability of X less than equal to 6 which is
nothing but your 1 minus F(6), this can be computed by 1 minus pf q equal to 6 and you
have to specify the dfl and df2 and you will get here this value and if you want to use
here the option lower dot tail is equal to FALSE then you get here the same probability

here and this is here the screenshot I will try to show you it on the R console also.

(Refer Slide Time: 18:08)

F - Distribution: R Commands
Suppose we want to find the probability from F; ,,

7
P5<X<7)= f f(x)dx = F(7) — F(5).
— s =
This is obtained as F (‘7?),# F(5)inRas
> pf tq%j; df1=5, df2=10)- pf(q=5,) dfl=5, df2=10)
[1] 0.01019059 :
W A Canagie

> pE(q=7, dfl=5, df2=10)- pf(g=5, dfl=5, df2=10)
[1] 0.01019059
I
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And if you want to compute the probability that X is lying between 5 and 7 so then this

can be obtained by the jf f(x)dx and this can be written as F(7) minus F(5) and now

both this CDF’s can be computed by the command pf with q equal to 7 and pf with q
equal 5, dfl, df2 they remain the same. So, what is this q equal to 7 this is coming from
here, what is this q equal to 5 this is coming from this 5, and if you try to execute it you

will get here this probability. So, you can see here it is not difficult at all in R to compute

and this is here the screenshot of the same operation.
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F - Distribution: R Commands

gfl(p, dfl, df2, lower.tail = TRUE) gives the
quantile function and calculates the quantile which is defined as
the smallest value x such that F(x) = p, where F is the CDF F(x) = P(X <

x) atany pointx from F_, .

In case if you want to compute the quantiles in the F distribution then the command here

is gqf.
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F - Distribution: R Commands

For example, suppose we want to determine the So%‘quantile q which

describes that P(X £ g) =2 0.6 from F,‘ﬁ ‘can be uhtaﬁed by the

command

> gf (p£0.6, df1=5, df2=10))
. = — . —

[1] 1.141189

or equivalently

> gf(p=0.6, dfl1=5, df2=10, lower.tail = TRUE)
[1] 1.141189 |

LLI

> qf (p=0.6, dfl=5, df2=10) |
[1] 1.141189
> qf (p=0.6, dfl=5, df2=10, lower.tail = TRUE)
(1] 1.141289
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And suppose if you want to compute the 60 percent quantile on the same distribution F,
so we have to write down here qf then p is equal to 0.76, then dfl is equal to 5 and df2
equal to 10, so this 0.6 is coming from this here 60 percent and dfl and df2 they are
coming from these degrees of freedom 5 and 10, and this value will come out to be here
1.14 and similarly, if you want to use here the command here lower dot tail is equal to

TRUE the wave is the default option once again you will get the same value here.

(Refer Slide Time: 19:34)

F - Distribution: R Commands

rf(n, dfl, df2) generates n random numbers from Fdﬂ,qﬂ‘

For example, suppose we want to generate 5 random numbers from a
P a8 - EE =

binomial distribution F; ,_;, which can be_qkfained by the command

> rf(n=5) dfi=5, d£2=10)

= . e —
[1] 0.5559823 0.5598439 1.0325859 0.6244736
1.5371504

W R Concle

> rf(n=5, dfl=5, d4f2=10)
[1] 0.5559823 0.5598439 1.0325859 0.6244736 1.5371504 )
-~ |

And similarly, if you want to generate the random numbers from F distribution then my
command here is rf and suppose, if you want to generate 5 random numbers from the
same F distribution 5 and 10 degrees of freedom, so I can write down here rf n equal to 5,
that means 5 random numbers dfl equal to 5, df2 equal to 10, so this n equal to 5 is
coming from the requirement that we want 5 random number dfl and df2 they are
coming from the specification of the F distribution and you can see here you are getting

here 1, 2, 3, 4, 5 values and all are greater than O so that is the property of the F

distribution.

So, now you can see here that it is not difficult to execute these things on the R console
but now I will try to show you these things on the R console which is a very simple thing
whatever | have computed here I already have reported it here but I just want to make

sure before you that these commands are working.

15
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B = LB

> pf{g=5, dfl=5, df2=10)

[1] 0.9851312

> 1 - pf(g=6, df1=5, df2=10)

(1] 0.008075109

> pfigq=T7, dfl=5, df2=10)- pf(gq=5, dfl=5, df2=10)

[1] 0.01019059%

> qf (p=0.6, dfl=5, d4df2=10

[1] 1.141189

> rf(n=5, df1=5, df2=10

[1] 0.8779063 0.5421474 1.1410499 2.0042642 1.1064802

> rf(n=5, dfi=S5, df2=10) )

[1] 2.0286854 0.4053934 0.7068595 1.4767399 0.8542991

>

> rf(nmls, dflm5, d4df2wl0)
[1] 0.2133887 0.3254934 1.9192219 0.4468522 0.9129796 1.3310852
[7] 1.0302092 0.8902433 1.6491109 0.6848998 0.4180092 1.0530210
[13] 0.7050879 0.5033814 1.4554047

> rf(n=15, df1=10, df2=20)
[1] 1.0901176 0.8893550 1.1089142 1.1926120 1.1943831 0,.5490818
[7] 0.5551348 1.4151131 0.4796329 1.1306649 1.6869009 1.9268275
[13] 1.2225593 0.6502352 1.4026368

. N S m »

So, now if you want to compute the probability X less than equal to 5, then you can see
here it will come out to be like this without any problem and you do not need any extra
package for the computation of F probabilities. Similarly, if you want to compute the
probability X greater than 6 you can see here this comes out to be like this, this is the

same value which I have reported here.

Similarly, if you want to compute the probability that X lies between 5 and 7, so it is the
same expression and if it will give you the value 0.01 which is reported here and
similarly if you want to compute the 60 percent quantile then the command here is qf and

this will give you the same value which I reported.

And if you want to generate here the random numbers from this distribution you can see
here the suppose you want to generate five numbers from dfl equal to 5 and df2 equal to
10, then you are getting here the same values and definitely these values are going to be
different from the values which I have reported in the slides because these are random
numbers and even if you want to change it you can see here you will get here different set
of random numbers, and even if you want to change the value of here n suppose, I want
15 observation, so it will give you 15 observations and if you try to change the degrees of
freedom. For example, I can make it here 10 dfl and df2 can we make here 20, you can

see here this is giving you the random numbers.
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So, now we come to an end to this lecture and to this topic also. Now you have
understood what are the sampling distributions chi square, t and F and for F you have to
simply remember which is the most important part that if you have two random variables
they are independent, both are following chi square distribution, so just try to define a
new random variable by the random variable divided by its degrees of freedom and then
just try to take the ratio of these two transform random variables, that means random
variable one divided by its degrees of freedom divided by random variable two divided
by its degrees of freedom and this will follow F distribution with the respective degrees

of freedom.

So and second result is about the sample variance, that if you have two samples from two
different population which are differing with respect to mean, the variance will remain
the same, well that is the statistical need that when we try to find out this result then we
have to assume that the population variances of both the population are the same, if they
are not then we have to do something else. So, but in this case you have to assume that
both the variances are going to be the same and if not something else will happen but in

this case their ratio will follow a F distribution.

So, this result we are going to use heavily when we are trying to conduct the test of
hypothesis. So, now I have completed the chi square, t and F distributions now it is your
turn, try to have a quick look, try to revise them, try to solve different types of problems
from the book, from the assignment and try to learn how to execute them in the R

software.

Well we are now approaching towards the statistical incurrence part and now at every
point you can see that whatever we have learnt in the past that we are going to use here,
how to compute the probabilities and the different types of conditions and different types
of concept they are trying to characterize, different types of properties which are hidden
inside the data, all those things are coming, now do you think that if you do not

understand these things can you really understand the data science?

Answer is absolute no, and you will see that now we are venturing into more details and

whatever results we have used here they are going to help us in getting the correct
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statistical tool for finding out the correct statistical inference that is our basic objective.
So, you try to revise this thing try to understand them and I will see you in the next

lecture till then good bye.
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