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Essentials of Data Science with R Software- 1 
Professor Shalabh 

Department of Mathematics and Statistics 
Indian Institute of Technology Kanpur 

 Lecture 51  
t - Distribution 

Hello friends, welcome to the course Essential of Data Science with R Software- 1, in 

which we are trying to understand the basic concepts related to the probability theory and 

statistical inference. You can recall that in the last lecture we started a discussion on 

sampling distribution and we had understood what is chi square distribution, so 

continuing on the same lines in this lecture we are going to talk about one more sampling 

distribution which is t distribution, that is just  t right and in case if you have understood 

the chi square distribution, understanding t or even F in the next lecture will not be 

difficult for you.  

As you have seen that in the case of chi square what we had done? We had taken the sum 

of squares of the standard normal variates and that is going to follow a chi square 

distribution and if there are  n number of random variables then the degrees of freedom is 

going to be  n and the sampling distributions are characterized by the degrees of freedom 

and you have seen that by changing the degrees of freedom the probability density 

functions, their curves they all actually change. So, for each value of the degree of 

freedom you will get a new probability function, the probability function will remain as 

only t but that will have different types of characteristics.  

(Refer Slide Time: 1:45) 
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So, let us now begin this lecture and we try to understand this t distribution in this lecture. 

So, now you can see here that once again I am going to consider a function of random 

variables, so now we have to understand that how are we going to construct that function 

of random variable which is going to follow a t distribution.  

So, suppose there are two random variables X and Y and both are independent, very 

important condition that you have to keep in mind that X and Y are two independent 

random variables, and X is following a N(0, 1) distribution and Y is following a chi 

square distribution with n degrees of freedom.  

So, I can say here X follows N(0, 1), Y follows chi square with n degrees of freedom and 

both of them are independent. Now, we define a function of these random variable, see 

how, X divided by square root of Y by n, so this is written here is , so this is 

something like N(0, 1) divided by square root of chi square divided by its degrees of 

freedom n.  

So, the distribution of this statistics will follow a t distribution with n degrees of freedom, 

and this is also called as students t distribution and this is a central t distribution, in the 

last lecture we had understood what is the difference between a central distribution and 

non central distribution and based on that we have central chi square and non central chi 

square. Similarly, we will have a central t and non central t.  

One question comes here either this is chi square or t, we are trying to consider the 

function of random variable how do you get that whether this function has chi square or 

this function as t? Well just for the information that we have some statistical technique, 

and we try to employ those things and then we try to find out the distributions of the 

functions of random variable. Well, I am not considering them here because they are the 

part of the statistics courses that are taught, but if you wish you can look into any of the 

standard book and you will find such methodologies.  

So, now let me try to give you here the probability density function of this t but once 

again I would say just like in the last lecture that the form of the distribution may look 
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complicated but definitely, we are not going to use the form anywhere, we are simply 

going to use the information that this is t distribution and what are its degrees of freedom.  

So, a random variable X has a t distribution with n degrees of freedom if the PDF of X is 

given by like this, , t is here and n is in 

the subscript, that is about the standard notation.  

(Refer Slide Time: 5:20) 

 

So, this is the central t distribution, so once there is a central t distribution there will 

always be a non central t distribution also, so just to give you an information that what is 

this non central t distribution and how it is obtained. So, if X and Y are two independent 

random variables, so that X is following a normal distribution but definitely here the 

mean is not 0 and variance is not 1, but now we can define our Y here as .  

So, what will happen? That the mean is not going to be 0, then in case if I try to consider 

this ratio , then this will follow a non central t distribution with n degrees of freedom, 

and when we are talking of non-central distribution then there will be one more parameter 

this is called as non centrality parameter and if this non-centrality parameter is 0, the non 

central distribution becomes central distribution. And once again I would say that 
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whenever we are going to use this t distribution or whenever we say t distribution we will 

mean the centrality distribution unless and until we specify that we are going to consider 

the non central t distribution. (Refer Slide Time: 6:52) 

 

Now, in case if you try to find out the mean and variance of a random variable following 

a t distribution with n degrees of freedom, the mean will come out to be expected value of 

X to be 0 when n is greater than 1 and variance of X will come out to be n/(n – 2). So 

obviously, the variance has to be positive so there is a condition n greater than 2 has to be 

imposed on it and some properties of this t distribution that t distribution is symmetric 

and I will show you that it is very similar to normal curve, but the difference is that that 

the t density has thicker tails in the comparison to the normal distribution and this 

indicates the greater variability than this in the normal density.  

So, it would be like this if a normal here is like this then your t is going to be here like 

this, I will try to show you but it will be like this so these are the actually the tails, these 

are here the tails, and the degrees of freedom they specify the shape of the distribution 

when the degrees of freedom are more than 30 then the shape of t and normal distribution 

they are almost the same, that is an very important result and I will try to address it once 

again after couple of slides but definitely you always have to keep in mind that this is 

going to happen that when you are trying to take the degrees of freedom in the t 
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distribution to be greater than or equal to 30 the probability curves of normal and t they 

will become almost the same.  

(Refer Slide Time: 8:30) 

 

Now, there is one very important result that we will be using many times in the statistical 

inference when we want to draw a statistical conclusion from the given set of data. So, 

suppose the s square is the sample variance, that you have the observations X1, X2,…, Xn 

which are identically and independently distributed and then you try to compute this 

sampling variance from these observations and here this Xi's are assumed to be normal 

mu sigma square.  

Then in case if I try to take here this statistic  and then whole quantity multiplied 

by square root of n, so this is actually like this, that is easy to remember. And if 

you try to see what I have done here that we have simply standardized the sample mean, 

then the probability distribution of this statistics that is  this will be a t distribution 

with n - 1 degrees of freedom.  

So, you can see here that these degrees of freedoms are changed, and it is reduced by 1 

and 1 simple reason I can give you here that because in this case the sigma square is 

unknown to us so we are trying to estimate it on the basis of given sample of data and 
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because of that this degree of freedom is reduced by 1. Well, there are different types of 

interpretation of these degrees of freedom, but I just thought that I should inform you 

here this thing.  

(Refer Slide Time: 10:15) 

 

Now, as you had tabulated the probabilities in the chi square distribution case similarly, 

we can tabulate the probabilities under the t distribution also. So, the percentage points of 

the t distributions are obtained, and they are available in the tables but now we are going 

to use the R software but just for information that you must know these things what were 

happening in the past and that how these probabilities are defined and how they are used. 

So, if we define this quantity here tn as the percentage point or value of the t random 

variable with n degrees of freedom such that the probability that t exceeds this value is 

alpha that means probability that t is greater than tn that is equal to .  
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So, now for that actually these probabilities are computed, and they are available in most 

of the statistics books in the appendix and these tables will look like this, I am just trying 

to give you here one simple example. Suppose you want to find out the value of t with 5 

degrees of freedom and alpha is equal to 0.10, so this value will come out to be here 

1.476. So, if you try to create this curve over here, so if this value here is  is equal to 

0.10 then this value here this will come out to be 1.476 if this curve is t distribution with 

5 degrees of freedom and you can see here on the first column you have here degrees of 

freedom and in the first row they are given different values of alpha.  

Well these probabilities were computed earlier only for a given values of alpha because 

these calculations were made by hand, people manually calculated these integrals, so that 

is why they are restricted only for particular choices of alpha but now with the help of 

software you can choose any value of alpha and if you try to recall your definition of 

percentile you are trying to take here that this whole area is 100 percent and you are 

trying to take this alpha to be only here ten percent, what is this thing don't you think that 

this is equivalent to some percentile, this is simply your here 90th percentile.  

So, now you can see that whatever you had done earlier now they are coming together 

and the same thing you can interpret in different ways so you are essentially trying to say 
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here that you can compute any percentile and that would is going to be related to the 

value of your alpha.  

One important thing you will see in this tables that these degrees of freedom are 

increasing and they will come up to 29 after that they take it to be infinity, do you know 

why? Because as soon as you reach n equal to 30 or more the probability density function 

of normal and t they will become almost the same, so instead of computing the 

probabilities from the t distribution, you can estimate them from the normal distribution 

and that is why we always say that n greater than equal to 30 can be considered as a large 

sample in the context of statistical inference and in the context of the tool test of 

hypothesis, but we will use it later on.  

(Refer Slide Time: 13:25) 

 

But just to show you that how this deep distribution will look like for different degrees of 

freedom so you can see here if I try to take here n equal to 1 this curve will be here like 

this and if your n is equal to here 5 this curve will become here like this blue and if n is 

equal to 10 the curve will become here like this one. So, you can see here that this is here 

a symmetric curve, this is symmetric, and this is here 0.  
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Now I try to show you here the comparison of normal and t distribution, so you can see 

here with this black dotted line I am trying to indicate the N(0, 1) and with this line in red 

color I am trying to indicate the t5 distribution that means t distribution with 5 degrees of 

freedom and if you try to increase this degree of freedom as soon as you make it here t 

then this distribution will simply overlap the normal distribution here like this and you 

have seen that this time I have made the smooth curve.  
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So, now as soon as you try to make this degrees of freedom to be here n greater or equal 

to 30 this curve will shift and this curve will become nearly the same as N(0, 1). Now 

suppose, if you want to compute certain probability, suppose your n is greater than 30 

and now suppose you want to compute here some probability here, suppose this is here 

alpha is equal to 0.10 as I took the example earlier.  

Now, when both these curves for n greater or equal to 30 are becoming the identical then 

you try to compute the value here or this probability by using the t distribution or say 

normal distribution they will give you the same value and that is the basic concept when 

we try to say that why there are no values after 30, here you can see.  

And now you can see here whether this curve is here t distribution or say N(0, 1) if your n 

is greater than equal to 30 how does it make any difference whether you compute this 

point from the tables of normal distribution or from the tables of t probability or 

equivalently you try to use the R command for the normal distribution or for the t 

distribution and that is why many times we say that n greater than equal to 30 can be 

considered as a large sample, why? The reason I will tell you later on but that is the 

reason because t distribution and normal distribution for degrees of freedom more than 

equal to 30 they are identical.  

(Refer Slide Time: 16:13) 
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Now, how to execute this t distribution in the R software. So, we have a command here 

different types of command for getting here density, quantile, CDF, random number just 

like any other distribution, so dt here is the command that will give you the density, so d 

means here density and t is indicating the t distribution. So, you simply have to give here 

the value and specify the degrees of freedom.  

And similarly if you want to find out the CDF then you have to give here pt and then you 

have to give here the value of q and then the value of degree of freedom and then you can 

use here lower dot tail is equal to TRUE or FALSE depending on your requirement and 

similarly if you want to find out the quantile you have to use the function here qt there 

you have to give the value of p, the value of degrees of freedom as df and then you can 

use the option lower dot tail is equal to TRUE or FALSE  depending on your 

requirement. And similarly, if you want to generate the random number from the t 

distribution the command here is rt and then you have to give here n that how many 

random numbers you want to generate and then you have to specify the degrees of 

freedom.  

(Refer Slide Time: 17:25) 

 

So, let me try to just take some examples and these are the details which I just shown 

you. So, here x, q they are the vector of quantile, p is the vector of probabilities, n is the 
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number of observations, df is the degrees of freedom and lower dot tail that is a logical 

variable taking value TRUE or FALSE that you know how to use it.  

(Refer Slide Time: 17:44) 

 

Now, let me try to take here some examples and we try to compute different types of 

probabilities from the t distribution. So, suppose we want to compute the probability that 

X is less than equal to 5, where X is following a t distribution with here 10 degrees of 

freedom. So, now you know that this is simply the value of CDF at X equal to 5. So, this 

probability is  where f(x) is your t distribution.  

So, now if you want to compute the CDF you know the command here is pt, so I try to 

use the command here pt and q is equal to here 5 which is coming from here this 5 and 

then degrees of freedom equal to 10 which are coming from the specification of the 

distribution and if you try to see this value will come out to be 0.9997313 and if you want 

to use here the option lower dot tail is equal to TRUE that is the default option this will 

also give you the same value.  
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Now similarly, if I want to compute in the same distribution probability X greater than 6, 

then this is going to be 1 - probability that X less than equal to 6 which can be written as 

1 - F(6) so this can be obtained exactly in the same way as you did earlier that 1 - CDF at 

X equal to 6 which is specified by pt q equal to 6, 6 is coming from here, 1 is coming 

from here and the degrees of freedom they are coming from the specification of the 

distribution and if you try to compute it this will come out to be here like this.  

And similarly, if you do not want to use this concept of 1 minus CDF you can use here an 

option lower dot tail is equal to FALSE and this will give you the same value here and 

this is here the screenshot I will try to show you all these calculations on the R console, 

but I know that these are very simple things for you.  
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Now similarly, if you want to compute the probability that X is lying between 5 and 7, 

then you have to find out the   where f(x) is the t distribution and this 

probability can be written as F(7) -  F(5) which F is your here CDF. So now you know 

how to compute this F(7) and F(5), F(7) can be computed by the command here pt, q 

equal to 7 df equal to 10 and 5 can be computed by pt q equal to 5 and df equal to 10 and 

if you try to solve it in the R console you will get this value, and this is here the screen 

shot.  

(Refer Slide Time: 20:08) 
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Similarly, if you want to find out here the quantile then my command in the t distribution 

is qt. So, suppose, I want to find out the 60 percent quantile from the same distribution 

that is t with degrees of freedom 10, so that can be obtained by writing qt p is equal to 0.6 

and df equal to 10, so the 0.6 is coming from here and df equal to 10 that is coming from 

the degrees of freedom of the t distribution and if you try to see this value come out to be 

0.26. And similarly if you want to use here the option lower dot tail is equal to TRUE 

then it will give you the same value that is the default option.  

(Refer Slide Time: 20:48) 

 

And similarly, if you want to generate the random numbers from this t distribution, then 

my command here is rt. So suppose, I want to generate 5 random numbers from the t 

distribution with 10 degrees of freedom, so that can be obtained here is rt n equal to 5 df 

equal to 10 and this will give you, you can see here 1, 2, 3, 4 here 5 random numbers and 

you can see here they are lying between -¶ and +¶, these two numbers are here negative 

and remaining are here positive and this is the screenshot here but definitely I would like 

to show you these operations on the R console also.  
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So, let me try to show you how can you compute these different types of probabilities on 

the R console. You can see here package is available inside the base package of R you 

simply have to write down here pt q equal to 5 df equal to 10 and you can get here the 

same value that you have reported here.  

Similarly, if you want to compute the probability X greater than 6, then you can use this 

command 1 - f(x) and this is giving you this value and if you try to use here option lower 

dot tail is equal to FALSE then you do not need to use the subtraction like 1 - f(x) but it 

will give you the directly the value of 1 - f(x) which is here like this, you can see this 

value of this value they are the same.  

Similarly, if you want to compute the probability of X between 5 and 7 then this value 

comes out to be here same what you have reported in the slides. And similarly, if you 

want to compute the 60th quantile then you can see here that is the command qt can be 

used p is equal to 0.6 and this is going to give you the value of the quantile and similarly 

if you want to generate the random numbers, well that is going to generate the random 

numbers but they are not going to be the same what you have written here in the slide 

because they are random, so every time you generate, they will be different.  
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So, you can see here that these are the five random numbers which are obtained by 

specifying n equal to 5 and if you try to increase this random number from 5 to 15 there 

are fifteen values here like this and if you try to change the value of degrees of freedom 

here make it here 5 then these values will also change.  

So, now we come to an end to this lecture and you can see here that was a pretty simple 

lecture and exactly on the same lines as in the chi square distribution, one of the most 

important result which you have to remember that how this t distribution has been 

obtained, so there are two random variable one is normal 0,1 another is chi square and 

then you have to create a statistics by N(0, 1) divided by square root of chi square divided 

by degrees of freedom and this is going to follow our t distribution.  

And another important result what you have to keep in mind that is square root of  

that is the standard error this will follow our t distribution also. So, these two results we 

are going to use many times in the forthcoming lectures, so I would request you one thing 

that you try to practice them in the R software, try to look into the details about this t 

distribution in the books and I will see you in the next lecture with details on F 

distribution till then good bye.  


