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Essentials of Data Science with R Software- 1 
Professor Shalabh 

Department of Mathematics and Statistics 
Indian Institute of Technology Kanpur 

 Lecture 50  
Chi square Distribution 

Hello friends, welcome to the course Essential of Data Science with R Software- 1, in 

which we are trying to understand the basic concepts of probability theory and statistical 

inference. So, from this lecture I am going to start a new topic this is Sampling 

Distributions. Well up to now, you have done probability density function, probability 

mass function for univariate, bivariate, multivariate random variables, these are also a 

sort of probability density functions, but they have got a different type of setup and 

different type of use.  

Up to now as soon as I used to take any name then first I used to explain you the utility 

that under what type of circumstances they can be used but there are three sampling 

distribution which are called as chi square distribution, t distribution and F distribution 

these distribution are not used such as directly in a data set into an application, well they 

may be used but the type of things what we are going to do in the forth coming lecture, 

we are going to use them in taking out different types of statistical inferences.  

So, we will use these distributions in some statistical methodology to take help, so that 

we can get the correct statistical outcome and its correct statistical interpretation. So, 

from that point of view these three sampling distributions are very important, they 

actually lay the basic foundation of the statistical inference, so now we are moving 

towards the statistical inference gradually, first I will try to take up some basic topics, 

fundamental topics which are essential to understand the methodologies for the statistical 

inference part. So, in this lecture let us try to understand what are the sampling 

distributions and in this lecture, I am going to talk about what is called the statistics and 

what is chi square distribution.  
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So, let us begin our lecture. So, now in this sampling distributions, first we have to 

understand a very fundamental definition this is a statistic, remember this is not statistics 

this statistic. So suppose, if I assume that X1, X2,…, Xn be a sample on a random variable 

X and then we try to create a function of these random variables. So, suppose T is the 

function of X1, X2,…, Xn, then T is called a statistic and you can see here that this T, the 

statistic this is also a function of random variables, so it is also a random variable.  

So, now we have understood two things if you remember X and x,   X indicates the 

random variable, and the   x indicates the value of the random variable. Exactly on the 

same way in case if I say that this is x1, x2,…, xn this is a sample that is drawn on that 

variable X then t is called as a realization of   T, where this   t has got the same structure, 

same type of function but it is based on the sample values x1, x2,…, xn.  
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So now if you try to see there are many, many statistic that we already have used or we 

can actually use. For example, if I try to say  because the sum of all the random 

variable, this is also a statistic. In case if you try to take here the z value which you had 

indicated by X minus mean divided by standard deviation which is , this is also a 

statistic provided this  and  are known.  

Similarly, if you try to take the sample mean   , this is also a statistic. Similarly, if 

you try to take this quantity sample variance  this is also a statistic. 

Similarly, if you try to find out the maximum or the minimum values out of this X1, 

X2,…, Xn they are also statistics. So, you can see that all are the functions of random 

variable, so any function of the random variable is called as statistics, this is the one line 

definition which you always have to keep in mind.  
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Now, I come to the aspect of sampling distributions, this sampling distribution are some 

theoretical distribution which play an important role in the construction and development 

of various statistical tools which are used for drawing the statistical inferences and they 

are called as in general sampling distributions.  

And the probability distribution of a statistic is called a sampling distribution and when 

we are trying to define a particular type of sampling distribution, then the random 

variable corresponding to that distribution will also have to define in a particular way and 

that is what we have to understand, that in case if I am talking of chi square, t and F 

sampling distribution, so we have to first understand that what will be the random 

variable that is going to be a function of a random variable that is a statistic, so what 

statistics will follow the chi square, t or F distribution this is what I want to explain you.  
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So, first let me try to take here this chi square distribution. So, chi you know that is a 

Greek letter which is written here like this, so this is chi square, some time many people 

call it as say chi square, so this is not say chi or chi, this is chi. So, now first you have to 

understand that whenever I am going to talk about this chi square, t or F distribution, first 

I have to understand the statistic which is going to follow the chi square distribution.  

So, suppose, if I say let Z1, Z2,…, Zn be n independent and identically distributed  N(0, 1)  

distributed random variables. I have used here the symbol here Z because usually we 

have indicated Z to be a  N(0, 1)  random variable. So, I try to take here n such 

independent and identically distributed random variables and this identically and 

independently distributed is also indicated as here iid.  

So, i mean independent, i means identical, d means distributed, so as soon as we say that 

they are iid that means they are independent and they are identically, what is the meaning 

of independent that you understand, they are stochastically independent and what is the 

meaning of identical?  

That means all these Z1, Z2,…, Zn n they are coming from the same distribution  N(0, 1) , 

it is possible that Z1 is coming from  N(0, 1) , Z2 is coming from normal 1, 1, Z3 is 

coming from normal 2, 3 and so on so in that case the distributions are going to be 
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different for Z1, Z2, Z3 and then we will say that they are not identically distributed, they 

may be independent that is a different thing.  

So, now if we try to consider such random variables which are  N(0, 1)  then we try to 

find out the sum of their squares,  so this is also a statistic that you can say and 

hence this is also a random variable, then we say that this quantity follows a chi 

square distribution with n degrees of freedom, and it is indicated here like this chi square 

and then here in the subscript this is here n, so n is going to indicate the degrees of 

freedom.  

Now, the next question comes what is the degrees of freedom? So degrees of freedom in 

sampling distribution they try to control the characteristic, they try to control their 

behavior, their graphics and the concept of degrees of freedom in statistics can be defined 

in different ways but, yes, that area is possibly out of the view of this course but as soon 

as I try to take some example the meaning and the use of degrees of freedom will become 

clear to you, so you have to just wait for couple of minutes.  

So, now in general I can say that a random variable x has got a chi square distribution if 

the PDF of X is . And we indicate it by 

writing here .  

One thing I can assure you before moving forward that if you try to look into the forms of 

the mathematical functions of chi square, t or F distribution they may look little bit 

complicated but you do not have to worry for them because we are not going to use these 

forms anywhere and you need not to always remember them and you will see in the usage 

that we will simply be using one information that a random variable is following a chi 

square distribution with degrees of freedom and like this one only and this I will try to 

illustrate you and I can assure you quite in the forthcoming lectures at no place we are 

going to use it directly.  
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So, now if you try to see here in this result where I am assuming that Z1, Z2,…, Zn they 

are an iid  N(0, 1)  distributed random variable, there I am assuming that the mean is 0 

and variance is 1 but suppose if I take these distributions to be different. For example, if I 

say that let X1, X2,…, Xn be n identically and independently distributed random variables 

following Xi to be , where the mean is not equal to 0 and is not equal to 1 

necessarily. Then in that case what we try to do we know that if I try to take here Xi 

minus mu upon sigma then this will always follow a  N(0, 1)  distribution.   

So, what we try to say in cluster case that  follows a chi square distribution 

with n degrees of freedom. And this is actually term whenever we are trying to take the 

such  N(0, 1)  random variable the chi square distribution is termed as central chi square 

distribution.  

So when there is a central distribution, that means there should also be something called 

non central chi square distribution, but one thing I would like to make it clear that in most 

of the cases we are going to use only the central chi square distribution and in the 

common language of statistics whenever we are saying that the distribution is chi square, 

so unless and until we are writing or saying that it is non central chi square we assume 

that the distribution is central chi square.  
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So let me try to give you an idea that what is this non central chi square. So, if any of the 

Z1, Z2,…, Zn does not have zero mean or at least one of the Zi has the non zero mean then 

the sum of their square that is  has a non central chi square distribution and when 

we are talking of non central chi square then this distribution is going to be characterized 

by one more parameter which is called as non central parameter or non centrality 

parameter and we try to indicate it like this here a chi square n and inside the parenthesis 

we can write down the value of non centrality parameter.  

And if a non centrality parameter is equal to 0 that means we have a central chi square, as 

simple as that, although we are not going to handle here the non central chi square, t or F 

but it is important for you to know what is this thing so that if needed you can use it, you 

can read from the book and you can use it and implementation of this non central in the R 

is very simple actually.  
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Now, some properties of this chi square distributed random variable, in case if I have a 

random variable X which is following a central chi square distribution with n degrees of 

freedom its mean is given by n and variance is given by twice of n, and this chi square 

distribution is not symmetric and the values of chi square are going to be greater than 0.  

So, a chi square distributed random variable can only realize values which are greater 

than or equal to 0 and this degrees of freedom they specify the shape of the distribution 

and you can see from the probability density function that there is here is an n by 2, n by 
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2, n by 2, so there is an involvement of your n and this summation is also going up to n, 

this mean and variance they are depending on n and similarly if you try to plot their curve 

they will be changing with respect to the value of n. 
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Now, an important property that is an additive property of chi square random variables, 

that if we consider two independent random variables which are distributed as chi square 

with m degrees of freedom and chi square with n degrees of freedom, so both these are 

independent, then the sum of these two random variables will also have a chi square 

distribution with m plus n degrees of freedom.  

That is the first result I would like to inform you this is very important we are going to 

use it at different places and second a very important result is that the sample variance, do 

you remember that you had found the sample variance by this quantity 

, this is related to chi square distribution, how? So, an important 

example of a chi square distributed random variable is the sample variance s square of 

X1, X2,…, Xn which are iid identically and independently distributed.  

So, this X1, X2,…, Xn  they are iid they are obtained from normal distribution and then 

we can say that  distribution with (n – 1) degrees of freedom, where your 
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sample variance s square is given by this quantity. So, that is also a very important result 

which is going to be used at many places in the estimation of parameter, test of 

hypothesis and different properties of statistics.  
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Now, if you try to see, just for your information, if you try to plot the probability density 

function for different degrees of freedom that will look like this. For example, you can 

see here for n equal to 2 this is here like this one, shaped curve and if you try to increase 

the degrees of freedom up to 3, 4 etc. this will more or less be like this structure but as 

soon as you go to n equal to 5 the shape of the curve changes it becomes like a closed 

curve.  

And if you try to increase the n after this for example at n equal to 10 the curve will still 

be like as a closed curve, so that is a very important result what you have to keep in mind 

because that is going to be extremely useful in the statistical inference and usually you 

will see that we try to make an assumption that n is greater than or equal to 5, then my 

result and if n is smaller than 5 then we have to do some special things whenever we are 

trying to draw the statistical inference.  
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So, at that moment when I will use it I will inform you but I will refer to the same result 

that from this curve you can observe that as soon as n becomes greater than or equal to 5 

the shape of the curve changes.  
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Now, if you want to find out different types of probabilities, earlier when people were not 

using the software some chi squared probabilities were compiled in a tables and they 

were called as chi square probability tables. So just for information you must know these 

things because if you are using it from the book then this chi square tables are directly 

available over there and well we can also compute them very easily in the R software 

also.  

So, we define this chi square n as the percentage point or the value of the chi square 

random variable with n degrees of freedom such that probability that chi square exceeds 

this value, probability that like this one chi square exceeds chi square n and suppose this 

value here is alpha, some probability value so obviously this alpha is going to lie between 

0 and 1. So you can see here this probability can be computed by the integral chi square n 

to infinity and then fx dx where fx is the probability density function of chi square n.  
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So, if you try to solve it you can get, but you see the solving such things is very difficult, 

so we have this type of table I am just giving you here a snapshot that here there are 

various values of alpha which are given here, which are given here like this,  equal to 

0.995, 0.99 and so on and there you can see here are the degrees of freedom. So, for 

example, if you want to know the value of chi square with 5 degrees of freedom and 

alpha is equal to 0.995, so you have to look here this is the 5 degree of freedom, this is 

here alpha equal to 0.995 and then you can see here corresponding to this, this is the 

value 0.412. So, what is this value this is here this value.  
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And now I would try to show you that how you can use it in the R software that is very 

simple now. So, if you want to find out the density or you want to compute the density 

you have to use the command dchisq, so this is dchisq, so d for density, chi for this chi 

square like this. So, you have to simply give here the value here x and the degrees of 

freedom so df is going to indicate the degrees of freedom, and this degree of freedom will 

be changing depending on the given conditions.  

And similarly if you want to find out the CDF of this chi square distribution then we have 

the command here pchisq as earlier, then you have to give here the value at which you 

want to find out this CDF the degrees of freedom by the parameter df and then you have 

to give here lower dot tail is equal to TRUE or FALSE depending on your requirement, 

now you know how to use it.  

Similarly, if you want to find out the quantiles, then you have to give the command here 

qchisq and then you have to give the value for which you want to find out the quantile 

then degrees of freedom and then lower dot tail is equal to TRUE or FALSE depending 

on your requirement and similarly if you use here the command rchisq this will generate 

the random numbers, so if you try to give it here n this is the total number of random 

numbers that you want with the degrees of freedom. So, you can see here in this 

commands also the probability density function of chi square is going to be controlled by 
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the parameter df that is degrees of freedom and that is what I was trying to explain you 

earlier.  
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And these are here the simple commands that you know that x and q are the vector of 

quantiles, p is the vector of probability, n is the number of observation. df is the decrease 

of freedom and lower dot tail will give you the probability X greater than equal to x, if it 

is TRUE and FALSE.  
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Now, let me try to take some example suppose, I want to compute the probability from 

the chi square distribution with 10 degrees of freedom suppose, I want to compute the 

probability that X is less than equal to 5 that we know that this is your CDF F at value 5. 

So that can be obtained by the  where the f(x) is going to follow a chi square 

with 10 degrees of freedom, you can use the chi square probability tables also but that 

was an older method, now we are going to use the R software.  

So, for that we have a command here pchisq that we know, so you have to simply give 

here pchisq, q is equal to here 5, so this 5 is coming from here and then you have to give 

here the degrees of freedom equal to 10 which is coming from here by the specification 

of the chi square distribution and R will give you this value 0.108822. And if you want to 

use here the command or the option in the command as lower dot tail is equal to TRUE, 

that is the default option it will give you the same value 0.108822.  
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Now, I try to take one more example and we want to compute the probability X greater 

than 6, so that can be expressed as 1 minus probability of X less than equal to 6 that is 

simply over here 1 minus F(6) which is the CDF, at 6. So this probability can be 

computed by writing 1 minus pchisq, q is equal to 6 and df equal to 10 which will come 

here like as 0.8152632 and if you do not want to use this idea of 1 minus CDF then you 
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can directly use here this option that lower dot tail is equal to FALSE and you write the 

same thing pchisq, q is equal to 6 and df equal to 10 and it will give you this value 

0.8152632 exactly in the same that you obtained earlier here.  
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And this is here the screenshot I will try to show you it on the R console also. Similarly, 

if you try to compute the probability like X is lying between 5 and 7 so that can be 

obtained by the , where f(x) is going to follow a chi square distribution and 

this probability can be written that we know as F(7) - F(5) where F is your CDF.  

So this F(7) and F(5) can be obtained for this chi square distribution by the command 

pchisq, q equal to 7 coming from this 7 and then df equal to 10 coming from this 

distribution chi square and minus pchisq, q is equal to 5 and df equal to 10, so this 5 is 

coming from this 5, and if you try to solve it you will get here this value 0.1657331 and 

this is here the screenshot of the same operation, so you can see here the computing 

different types of probabilities is not difficult at all.  
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Similarly, if you want to compute the quantile from the same chi square distribution, so 

then we have a command here qchisq and suppose, I want to find out the 60 percent 

quantile, so for that we have to give here the qchisq, then I have to give here p is equal to 

0.6 and df equal to 10, so the 0.6 is coming from here and df is coming from the 

specification of the distribution and you can see here this value comes out to be 

10.47324. And well if you want to use here the option lower dot tail equal to TRUE, then 

once again it will give you the same value. So, it is not difficult at all.  
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And similarly, if you want to generate the random numbers from this chi square 

distribution suppose, I want to generate 5 random numbers from chi square distribution 

with 10 degrees of freedom, so that can be obtained by the command here rchisq, n is 

equal to 5 and df equal to 10 and you can see here 1, 2, 3, 4, 5 random numbers are 

generated and you can see that all the random numbers are greater than 0 and this is here 

the screenshot of the same outcome.  
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So, now look let me try to show you these operations on the R console also. So let me try 

to compute the probabilities which I have shown you here well it is very simple you 

simply have to put them in the R console and this chi square is built-in in the base 

software, so you can see here this probability is coming out to be 0.108822 this is the 

same probability here.  

And similarly, if you want to compute this probability of probability greater than 6 you 

can see here this comes out to be here like this without any problem and if you try to use 

here this command and that lower dot tail is equal to FALSE then the same value will be 

obtained here you can see here this value and this value they are the same.  

Similarly, if you want to compute here the probability that X is lying between 5 and 7 

that we consider, you can see here this is the same probability that you have reported and 

similarly if you want to find out the quantiles you can see here you can find out the 

quantiles that is the 60 percent quantiles here like this 10.47324 and you can see here this 

is the same value that you had obtained earlier.  

And similarly if you want to generate here the random numbers suppose, I want to 

generate the 5 random numbers then they are here like this and if you want to change 

here the degrees of freedom suppose, if I take a 20 you can see here this values are going 

to be quite different from the earlier one and if you try to generates instead of 5 you want 

to generate 15 random numbers, you simply have to give here n is equal to 15 and you 

can see here there are 15 values from chi square with 20 degrees of freedom.  

So, you can see down that it is not really a very difficult thing to execute the chi square 

distribution, it is a computation of different types of probabilities, quantiles, random 

numbers etcetera, in the R software that is pretty simple and you know now you have 

done all the distributions and these commands are very similar to those things. So, now I 

would stop in this lecture but I will request you that you please try to look into the 

concepts of chi square statistics and you can see here that chi square is also the 

distribution of a statistics which is summation i goes from 1 to n N(0, 1) square.  
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So, whenever you will have random numbers X1, X2,…, Xn and if you try to square them, 

you try to sum them their distribution will follow simply chi square with n degrees of 

freedom, this is the main result of this lecture which you have to keep in mind. So, you 

try to revise this lecture and I will see you in the next lecture with one more sampling 

distribution that is t distribution till then good bye.  


